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ABSTRACT

The management of deposit money banks’ risk portfolio investments in an effective manner in order to maximize the wealth of their shareholders by guaranteeing safety, returns on depositors’ funds, and confidence in the system is the primary function of deposit money banks in the modern era. The study took an empirical approach to examine the effects that financial risks have on the overall performance of deposit money banks in Nigeria. To be more specific, shifts in financial performance were analyzed from the perspective of the relative effects of credit risk, liquidity risk, market risk, operational risk, and bank size. Both statistical and econometric methods were utilized in the analysis of the data that was utilized in the study. The study specifically focused on 18 deposit money banks that were listed on the floor of the Nigerian Stock Market for a period of 19 years. During the process of estimating the specified model, the technique of panel data analysis was utilized. In the empirical analysis, the fixed effects were chosen because they were found to be the most accurate representation of the relationships. According to the findings of this research project, the cumulative effects of financial risks do not have a negative impact on the performance of banks. To be more specific, the findings of the empirical study showed that the relationship between financial risk, as measured by credit risk, and the financial performance of deposit money banks in Nigeria is not significant in any way. The level of risk posed by liquidity is a significant factor in determining the performance of deposit money banks in Nigeria during the time period under investigation. In Nigeria, the effects of market risk, interest rate risk, and operational risk did not in any way significantly affect the performance of banks.
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Introduction

Banks are very important and special institutions in every economy. The financial intermediary theory of banking states that banks exist because they perform certain special functions that other financial intermediaries cannot replicate. Thesespecial functions are the intermediating roles between savers (depositors) and the borrowers; that is, mobilizing idle financial resources from the surplus units (that is, savers, through the various accounting systems and bills discounting), and making this financial resources available to the deficit units (that is, fund seekers who are in need of funds - the borrowers) through loans and/or credits, and when they (the banks) invest in securities (Shanmugan & Bourke, 2015). This credit creation function has remained the primary function and main business of every banking industry in the world and has helped in accelerating the pace of a nation’s economic growth and its long-term sustainability. But, in performing and sustaining these intermediating roles, the banks are invariably exposed to risk that may have a potential direct and/or indirect influence on their performance (Sufian & Chong, 2014; Ahmad & Ariff, 2016).

Risks in banking has been traced to the industrial revolution when projects required large capital outlays due to the fast growing commercial and production activities. Unable to meet these huge financial demands internally, many farmers, entrepreneurs and industrialists turned to the banks for help but many defaulted in repayment. In Nigeria, the emergence of indigenous banking (the era of free banking) in the 1900s saw many Nigerian nationalists and industrialists (including the late Dr. NnamdiAzikiwie) establishing their own banks mainly to assist Nigerians to access loans, because they (the farmers, traders and entrepreneurs) were discriminated against by the foreign owned banks. These created huge bad debts when many of the farmers, traders and entrepreneurs just like their European counterparts also defaulted in their loan repayments, causing unprecedented loss to the economy and the resultant
indigenous banks’ failure and distresses that characterized the era of free banking.

Similarly, during the economic recessions in the 80s and early 90s, banks were highly motivated to grant credits to clients who could easily express their creditworthiness so as to stem up the economy (Bryant, 2013); and with the deregulation of the banking sector in the late 90s, the demands for credit by borrowers assumed an unprecedented level. Thus, large amount of bad credits, as a result of the boom-time advances in the 1980s and the 1990s also led to financial crisis and banks’ failures (Bryant, 2015; Boyd & De Nicolo, 2013; Brown, 2013). The increasing deregulation in the banking sector in the 2000s coupled with high competitive level in the banking sector, and the globalization of financial activities, made banks to look beyond their primary roleof not only the taking of deposits and making loans, but the introduction of new financial products to satisfycustomers, and meet the increasing pressures for more profits; however, these have contributed to the build-up of vulnerabilities such as high debt levels, non-performing loans and strecthed asset valuations. According to Julian, Alworth & Bhattacharya, the increasing competition in the banking sector which has resulted to the current waves of financial innovations and changing characters of banking activity that have swept through the financial system since the 2000s has exposed the banks to a greater variety of risks (Al-Tamimi et al., 2015).

The Risk theory of Profit

This study is premised on the risk bearing theory of profit developed by Hawley (Hawler, 1893). This risk theory of profit is generally based on the risk and performance literature. Performance and financial risks are two components that have a two-way interaction. Each component is important to the other to sustain the operation of the firm. According to Hawley’s risk theory of profit (Hawler, 1893), profit is considered to be the return of risk as an additional factor of production and have a positive relationship with risk. This means that the higher the factor (that is, risk), the higher the profit and the higher the distributable return for the risk.

The theory posits that profit is a reward for risktaking, that some risks are inherent in every business enterprise in view of the speculative nature; thus in the business of banking, the management has to bear the risk in order to get profit being the reward for the risk taking. But, the degree of risk varies according to different businesses. However, there is a positive relationship between risk and profit. This idea is supported by Aaker and Jacobson, who argued that risk has a positive correlation with Return on Investment. This idea becomes true when the bank management take risk by relocating funds in high-risk investments or loans with high returns; alternatively, the theory becomes fantasy when the banks face high risk and management fails to manage its occurrence and returns (Aker & Jacobson, 1987).

Conversely, Bowman (1979), in his paradox theory of risk and return, propounded that risk and return have a negative relation because managers aimed at increasing returns and reducing risk at the same time. In reality, this idea is true when a bank fails to manage risk, the risk is high and the profit is low, and when the bank succeeds in managing risk, the risk is low and the profit is high. Instructively, the connection between individual risk and performance has been shown bymmetric of the empirical literature.

Starting with credit risk, Athanasoglou et al. (2014), in their study on bank-specific determinants, industry-specific determinants and macroeconomic determinants of bank profitability, used the GMM technique for a panel data model for Greek banks covering the period 1997-2013. The outcome of the study shows that financial risks but in the form of credit risk is a bank specific factor, that credit risk negatively affects the performance of conventional banks.

Empirical Literature

Financial Risks and Bank Performance

Tafiri, Hamid, Meara, and Omar in their study on financial risks and profitability, examined the relationship between financial risks and profitability of conventional and Islamic banks in Malaysia for the period between 2005 and 2014 (Erhabor, 2020). The components of financial risks in the study comprised of credit risk, interest rate risk and liquidity risk. The study employed panel data regression analysis of Generalized Least Squares (GLS) of fixed effects and random effects models and found that interest rate risk has a significant effect on ROA for the conventional banks while liquidity risk has an insignificant impact on profitability. Similarly, Ben-Naceur and Omranstudies of MENA countries about the influence of risks in commercial banks operations and profitability from 1995-2011; they found that bank - specific characteristics such as credit risk and bank capital has positive and significant impact on their profitability (Erhabor, 2020).

Additionally, Athanasoglou et al. (2016), studied the determinants of bank profitability in the South Easter Europe region over the period 2008-2012. They applied random effect model (REM) for Generalized Least Square (GLS) estimation model since Hausman test indicates insignificant P-value. The results of the study show liquidity risk has positive but not a significant effect on Return on Asset (ROA) of banks, while credit risk has negative and significant effect on banks’ ROA. Moreover, capital has positive and also significant effect on ROA.

Furthermore, Aruwa and Musa (2014) examined the effects of risk components like credit risk, interest rate risk and operational risk on the financial performance of Deposit Money Banks in Nigeria. The study used the whole number of banks operating in Nigeria from the year 1997 to 2011. In the study the outcome showed that there is a strong relationship between the risk components and the financial performance of banks in Nigeria as indicated by the R-squared value of 91% while credit risk and the rate of capital to total weighted risk asset have positive relationship. Operational risk and interest rate risk affects profitability negatively.

Moreover, Jamil, in her study examined the various types of risks (credit, liquidity, market and capital risks)
which the Jordanian commercial banks are exposed to, and the strategies adopted by these banks to manage these types of risks finally appeared on Basel II Accord (Adolphus, 2018). The sample of the study was on 4 Jordanian banks during the period 2003-2017. The survey data method was used, and the pooled data regression method was used to analyze the data. The study outcome indicated that banks have the ability to consider and manage some types of risks, and there is statistical relationship between total risk and all types of risks. The study outcome therefore stressed that liquidity risk and credit risk have the most effect on total risk, and operational risk has the least effect on total risk compared to the other risks. However, the study failed to indicate the effect of risks on banks’ performance.

In line with other studies, Imad (2018), investigated the bank-specific determinants of Jordanian Islamic banks’ profitability. The study employed profit margin and Return on Assets (ROA) as indicators of banks’ profitability. The independent variables used were capital adequacy, credit risk, liquidity risk, management efficiency, bank size, management expenses, non-interest earnings, market concentration, bank-industry size, inflation and economic growth. The result from the study reveals that credit risk has positive impact on Islamic banks’ profitability. The finding is consistent with previous researches. However, other factors such as bank size, non-interest earning and efficiency of management expenses do not has any significant effect on Return on Asset (ROA) and profit margin of these banks.

In a similar vein, the study by Fauziah Hanim et al., (2018), also aimed to analyze the relationship between financial risks and profitability of conventional and Islamic banks in Malaysia. They used panel data sources from 2006-2011. In the study, bank profitability is proxy by Return on Asset (ROA), Return on Equity (ROE) and Net Interest/Income Margin (NIM), whereas the independent variables were proxy liquidity risk, credit risk, interest rate risk, interaction between credit risk and interest rate risk, off-balance sheet activities, bank size, bank capital, lag of ROA or ROE and GDP growth. The outcome of the study showed that credit risk has a major effect on Return on Asset and Return on Equity of the banks. They believed the outcome might be due to the move that banks are exposed to high risk loan, the higher the Non-Performing Loan and this eventually result in the decrease of conventional banks’ earnings. Meanwhile, interest rate risk affect the conventional banks Return on Equity, but the effect is weakly significant and is insignificant for Islamic banks. Moreover, liquidity risk is insignificant in affecting the banks’ performance as showed by comparison relationship vis-à-vis the Return on Asset and Return on Equity for both conventional banks and Islamic banks.

In another study, Chukwunelude et al., (2019), examine the effect of credit risk on bank’s performance. The result of their findings show that ROA and ROE which both measure profitability, were vice versa related to Non-Performing Loan. This has caused the decreases in profitability.

Similar study by Adolphus (2018), the results outcome concur with the above, that there is a positive relationship between credit risk management and profitability, but stated that there are other factors that can impact the performance of banks especially in rural area. These are low level of income, inaccessibility to formal financial markets and also lack of information or awareness.

In addition, Kargi (2013) examined the effect of credit risk on the profitability of Nigerian banks. Financial ratios were used to measures bank performance and credit risk. Data were source from the annual reports and accounts of sampled banks from 2010-2014 and analyzed using descriptive, correlation and regression techniques. The findings showed that credit risk management has a significant effect on profitability of Nigerian banks. He concluded that banks’ profitability is negatively affected by banks’ loans and advances, non-performing loans and deposits thereby exposing them (the banks) to liquidity risk and distress. In a similar study, Muhammed et al., (2012), used the same methods to investigate how credit risk affect banks’ performance in Nigeria from 2006-2010. The researchers drew their samples from six Nigerian banks, while ROA was used as performance indicator, Non-Performing Loan to Loan and Advance, Loan and Advance to Total deposit were used as credit risk indicator.

Sources of Data Collection
The data sourced from the Central Bank of Nigeria annual reports and statistical bulletin (various years), Central Bank of Nigeria’s financial Stability Reports, Nigerian Stock Exchange (NSE) Fact books, and Financial/Accounting annual reports and Statement of Profit or Loss Accounts and other comprehensive income of the various Nigeria’s deposit money banks for the period 2000 to 2019. All the deposit money banks were in operations within the study period, and have published accounts for the nineteen years period from 2000 to 2019.

Data Analysis and Presentation
This section discussed the techniques used to analyzed the data and test the variables. The data analysis involved descriptive and inferential statistics where model specification estimation was derived. The secondary data were tested for normality and transformed into natural logarithm before regression was undertaken.

Techniques for Data Analysis
The data for this paper were organized and financial ratios were used. These were computed using Excel program in order to obtain the study variables. The financial ratios to be computed for each of the deposit money
banks for the study period were then transformed into panel data. Regression technique to measure, describe and analyze the effect of financial risks on the performance of deposit money banks in Nigeria.

The balanced Panel data collection and estimation technique (regression statistical technique) was adopted. Panel data is defined as a data set with a cross section and a time dimension. The observed units are followed over time (time series effects), and taken together the repeated observations of one unit constitutes a panel. Other names for it are pooled data, micro panel data, longitudinal data, event analysis and cohort analysis. Panel data is adopted because it takes care of heterogeneity associated with individual banks by allowing for individual specific variables, also all the required data are available thus there are no need for projection or forecasting. By using both time series and cross-sectional observations, panel data give more informative data, more variability, less collinearity among variables, more degrees of freedom and more efficiency; especially suitable to study dynamic of change, and minimize bias due to aggregation. It also improves empirical analysis in such a way that it may not be possible if either only time series data or cross sectional data is used (Ogboi & Unuafe, 2013). Panel data is also employed because it helps to study the behavior of each of the banks over time and across space and then a regression is run over these two dimensions (Baltagi, 2015; Gujarati & Porter, 2003).

Econometrically, this paper has adopted the following equations:

\[
y_{it} = \alpha + \beta x_{it} + u_{it} \tag{1}
\]

Where:
- \( y_{it} \) = the dependent variable
- \( \alpha \) = the intercept term
- \( \beta \) = the \( k \times 1 \) vector of parameters to be estimated on the explanatory variables, and
- \( x_{it} \) = the \( 1 \times k \) vector of observations on the explanatory variables
- \( i \) = the number of banks: 1, 2, 3...nth
- \( t \) = the number of years: 1, 2, 3...t

**Choice of Model**

Panel data analysis has three independent approaches; the first one is a pooled panel which assumes that there are no major attributes of variables within the measurement set, and no universal effects across time. The second approach is the fixed effects models which assume that there are unique attribute for models which assume the presents of unique, time constant attributes of variables that are the results of random variation (the third approach) which does not correlate with the individual regressors.

Brookings (2013), specified that there are broadly two classes of panel estimator approaches that can be employed in financial research. The first one is the fixed effect model. This decomposed the disturbance term \( \epsilon_{it} \) in the equation (1) above into an individual specific effect, \( u_{i} \) and the remainder disturbance, \( \mu_{it} \) that varies over time and entities (getting everything that is left unexplained about \( y_{it} \)). Therefore,

\[
u_{it} = \mu_{it} + u_{it} \tag{2}
\]

The equation (1) above could be rewritten by substituting for \( u_{it} \) from (2) to obtain:

\[
y_{it} = \alpha + \beta x_{it} + \mu_{it} + u_{it} \tag{3}
\]

\( \mu_{it} \) as encapsulating all the variables that affect \( y_{it} \) cross-sectional but not vary over time can be thought of dummy variables.

Instead of an entity fixed effects model there is possibility of having a time-fixed effects model. Such a model could be used where we thought that the average value of \( y_{it} \) changes over time but not cross-sectional. Hence, with time fixed effect, the intercepts would be admitted to change in time but would be presumed to be identical across entities at each given point in time.

A time-fixed effects model could be written as:

\[
y_{it} = \alpha + \beta x_{it} + \lambda_{i} + u_{it} \tag{4}
\]

Where:
- \( \lambda_{i} \) = is a time-varying intercept that captures all of the variables that affect \( y_{it} \) and that vary over time but are constant cross-sectionally.

The second model is the random effect model which does not correlate with the individual regressors. A random effect model assumes that the unobserved difference is not correlated with explanatory variables. This model is appropriate when drawing inferences about the whole population. The benefit of using the random effects model is that regressors allowed time-invariant variables to be included (Greene, 2012), since pooled regression model assumed that all the institutions are the same which is not the case. The two models cater for heterogeneity or individuality among the institutions which allows each institution to have its own intercept value which is time invariant.
In deciding which of the model (fixed effect or random effect) to employ, Al-Khouri (2016), employed both the random and fixed effect regression analysis for his research on the effect of risk characteristics specific to bank on the performance of banks from the Gulf Cooperation Council (GCC) countries. But, according to Brookings (2013), as to which model between the fixed and random is appropriate, is to run Haussmann test to determine the choice between the fixed and random effects approaches before regressing to address the objectives of the study, hence the Haussmann test.

**Haussmann Test**

The Haussmann specification test of fixed and random effects enable us to select the appropriate model for the estimation. This test compares the fixed versus the random effects under the null hypothesis that the individual effects are uncorrelated with the order regressors in the model.

The test statements are:

H₀: that the individual effects are uncorrelated with the regressors.

H₁: that the individual effects are correlated with the regressors.

If the test should give the indication that H₀ is rejected, a random effect model will produce biased estimates, so a fixed effect model will be preferred.

**Model Specification**

The study adopted Panel data (comprising cross-sectional and time series data) regression model inline with the models on similar works by Ben-Naceur and Omran, (2012); Bini & Flamini, (2012); Epetimehin & Obafemi (2015); Athanasoglou et al., (2014); Ahmad and Ariff (2016); and Kurotamuobaraomi et al., (2017).

The Panel regressive technique takes the form as:

\[ P_\text{t}(\text{ROA}) = f(y_\text{t}, z_\text{t}) + e_\text{t} \]

Where:

- \( P_\text{t}(\text{ROA}) \) = is the performance (ROA) of bank i at time t.
- \( y_\text{t} \) = is the vector of variables (financial risks) characteristics of bank i at time t.
- \( z_\text{t} \) = represents features of the variables, and
- \( e_\text{t} \) = is the error term.

The empirical framework for the investigation of the connection between bank performance and financial risks practice was given in the general form of panel multiple regression techniques as specified as follows:

\[ P_\text{t}(\text{ROA}) = f(CR_\text{t}, LR_\text{t}, MKTR_\text{t}, OPExR_\text{t}) \]

Equation 6 shows that potentially, DMBs’ performance proxy by ROA is determined by CR, LR, MKTR and OPExR which form a plausible relationship in order to estimate the above equation (6); where:

- \( RO_{\text{t}} \) = is the performance of bank i at time t.
- \( CR_\text{t} \) = is the measures of credit risk ratios of bank i at time t.
- \( LR_\text{t} \) = is the measures of liquidity risk ratios of bank i at time t.
- \( MKTR_\text{t} \) = is the measures of market risk ratios of bank i at time t, and
- \( OPExR_\text{t} \) = is the measures of operational risk ratios of bank i at time t.

From the above equation (6), and consistent with the study of Rao et al., (2007); and Saleem and Raheman (2016), our model will maintain that bank performance proxy by ROA is a function of financial risks proxy by:

- Credit risk ROA = f(NPLs, LLPs); Liquidity risk = f(TL/TD, TL/TA);
- Market risk = f(DFL, Irrr/Log NIM); and Operational risk = f(NIMOPEX, OPEXTA).

However, since one variable is to be used as dependent variable in the study, and more than one variable as independent variables also in the study, the general forms of the panel multiple regression techniques derived from equations 1-5. Thus, the empirical model specification to be estimated was stated as following:

**ROA Model**

\[ \text{ROA} = \alpha + \beta_1 \text{NPLs} + \beta_2 \text{LLPs} + \beta_3 \text{TLTD} + \beta_4 \text{TLTA} + \beta_5 \text{DFL} + \beta_6 \text{LgNIM} + \beta_7 \text{NIMOPEX} + \beta_8 \text{OPEXTA} + \epsilon \]

Where:

- ROA = Return on Asset;
- NPLs = Non-Performing Loans;
LLPs = Loan Loss Provisions;
TLTD = Total Loan to Total Deposit;
TLTA = Total Loan to Total Asset;
DFL = Degree of Financial Leverage; Log NIM = Log of Net Interest Margin or measure as IRRR (that is, interest rate risk);
NIMOPEX = Net Interest Margin to Total Operating Expenses;
OPEX/TA\(z_t\) = Operating Expenses to Total Assets, and eit = error terms.

Apriori expectation
Notwithstanding the general lack of consensus in the literature on the effect, impact or influence of financial risks on deposit money banks' performance; theory suggest that an increased exposure to financial risks is often associated with decrease in bank profitability; hence, the a priori expectation in the model is that all the independent variables are expected to have a negative relationship on bank performance measured by Return on Asset (ROA) except bank size which is expected to have a positive relationship with bank performance. The mathematical expression is represented as \(\beta_1, \beta_5 < 0 \ (\alpha 1 < 0)\); with the only exception of \(\beta_5\), where we expect positive relationship of \(\beta 9 > 0 \ (\alpha 2 > 0)\), implying that a unit increase in the independent variables will lead to decrease in ROA by a unit.

Measurement of Study Variables and the Variables Characteristics
The study adopted bank performance as the dependent variable; while credit risk, liquidity risk, market risk and operational risk constitute the explanatory, or independent variables for the study. This section therefore provides details of the variables characteristics, and how each of the study variables were measured and operationalized.

Dependent Variable
In our study, the dependent variable was measured by bank performance; this was proxied by Return on Asset (ROA).

Return on Asset (ROA)
ROA is considered as an inclusive measurement indicator of total bank performance and/or profitability (Sinkey & Joseph, 2011). The ROA demonstrates the levels of net income produced by banks and also determined how the assets utilized by the banks generate profits over the years (Golin & Delhaise, 2013). In other words, the competence and proficiency of banks in transforming their assets into profits is indicated by it, hence, to improve the performance of banks, they always attempt to achieve higher ROA. ROA ratio also indicates the management efficiency in using and utilizing the company’s overall assets to make or generate profit. The higher the ROA, the more efficient management is utilizing its assetsbase. The ranking of banks is also usually based upon the higher ROA ratio and total assets. It has also been used in similar studies by Francis (Mehari & Aemiro, 2013); Athanasoglou et al., (2014); Perera et al., (2013). The decision rule or criteria is that the ROA of at least 1% is good for the banking institutions.

OA is calculated as a percentage of net income over total asset; that is:
\[
\text{ROA} = \frac{\text{Net Income}}{\text{Total Asset}}
\]

Where:
\[
\text{ROA} = \text{Return on Asset.}
\]
\[
\text{Net Income} = \text{Profit after interest and taxes}
\]

Independent Variables
In the study, our independent variables were measured by financial risks indicators (these are Credit risk, Liquidity risk, Market risk and Operational risk). And they were proxied by the following variables:
• Credit Risk (Cr)

Non-Performing Loan ratio (NPLr)

Non-Performing Loan (NPL) is a credit risk variable and an indicator of banks' poor performance. An asset becomes non-performing when the customer cannot meet the repayment agreement as at when due. Asset quality ratio is also known as NPLR, is the ratio of non-performing loans to total loans (Yang, 2010). In other words, it measures the percentage of gross loans that are non-performing or doubtful in banks' loan portfolio and shows the risk of any bank regarding its credit disbursed to the counterparty.

NPLs also entail a reputation risk to the bank. If a bank is facing problem of NPLs, then it adversely affects its credit rating and would limit its opportunities of co-financing and syndication with other banks. Thus, huge amount of NPLs may affect the profitability and can threaten the survival of commercial banks.

NPLr is computed by:

\[ \text{NPLr} = \frac{\text{NPL}}{\text{TL}} \]

Where:

\( \text{NPL} = \) Non-Performing Loan,

\( \text{TL} = \) Total Loan or Gross Loan.

• Liquidity Risk (Lr)

The study empirically examined the nature of the relationship between liquidity and performance by using Loan to Deposit Ratio (LTD), Loan to Total Asset Ratio (LTAR), and Cash Ratio (CR).

LTA

Loan to Total Asset (LTA or LOANTA) measures the exposure level of the banks to liquidity risk, it is thus a liquidity risk variable. LOANTA is, Total Loan as a percentage of Total Asset. Loans are larger percentage of interest earning asset of a bank. Therefore when the LOANTA ratio increases, a bank's profits increases. On the other hand, a bank Liquidity risk increases when LOANTA ratio increases. In other words, banks with higher loan to total asset ratio have high exposure to liquidity risk (Baltagi, 2005; Brewer & Hunter, 1989).

LOANTA ratio is measure as:

\[ \text{LOANTA} = \frac{\text{LOANTA}}{\text{TA}} \]

Where:

\( \text{LOAN} = \) Total Loan of the bank, and

\( \text{TA} = \) Total Asset.

Cash Ratio (CR)

Cash ratio is another measure of liquidity. Ibe (2015), posit that the cash ratio is particularly effective for sterilizing excess liquidity at the banking system ss it can be effectively monitored by the regulating authorities. Under cash ratio, liquid assets are related directly to deposits rather than to loans and advances that constitute the most liquid illiquid of bank assets. Epetehinin, and Obafemi (2015), asserts that the main measures of liquidity in Nigeria are the Cash Reserve Ratio (CRR), the Loan to Deposit Ratio (LDR) and the Loan to Total Asset Ratio (LTAR). These are also called liquidity ratio (LR). However, cash ratio is excluded from our measuring variable because of uniformity (by applying two variables each for financial risks indicators).

• Market Risk (MKTr)

Degree of Financial Leverage (DFL)

The Degree of Financial leverage is a Market risk variable; and it measures the proportion of earnings before interest and taxes (EBIT) against the earnings before taxes (EBT) which shows the debt amount that a business is obligated to pay back. Bank could prosperby taking reasonable leverage risk or could become insolvent if the risk is out of control. Nevertheless, the higher the ratio is, the more risky the business is considered to be, because it relies too much on debts, and any changes within the economic environment or in interest rates may have an extremely negative impact on how the business will evolves.

The financial leverage of the firm may be computed as the ratio of earnings before interest and taxes to
earnings before taxes; and/or measured as total liabilities to total assets (Mehari & Aemiro, 2013; Nikhnik & Kingshuk, 2015).

That is:

\[
\text{DFL} = \frac{\text{EBIT or TLIEBT}}{\text{TA}}
\]

Where:

\[
\text{DFL} = \text{Degree of financial leverage.} \quad \text{EBIT} = \text{Earnings before interest and taxes.} \quad \text{EBT} = \text{Earnings before taxes.}
\]

\[
\text{TLi} = \text{Total liability, and} \quad \text{TA} = \text{Total asset.}
\]

This mode of computation has been adopted because it focuses directly on the impact of interest on income before taxes.

**Interest Rate (\text{Irr})**

Interest rate is a Market risk variable. Financial performance of deposit money banks is exposed to interest rates movements. The study captured the effect of interest rate as a measure of market risk since an change in interest rate could lead to a mismatch between interest paid on deposit and the interest received on loans. Profitability rises as interest rates rise due to a greater margin between the Central Bank’s rate and the rates that are charged by a bank to its customers.

Interest rate risk factors have adverse effects on bank’s earnings and its economic position which are estimated in each currency that banks have interest rate sensitive securities and off-balance sheet positions.

**Operational Risk (\text{OPEXr})**

\text{OPEXr} is measured by cost income ratio (CIR), that is, the ratio of operating cost to income. \text{OPEXr} is also known as efficiency ratio. A reduction in cost for a given level of income is expected to increase profits and vice versa.

\text{OPEXr} is measured by the following indicators:

**\text{NIMOPEX}**

This is Operational risk variable. The index measures Net Interest Margin (NIM) as a percentage of Total Operating Expenses. The NIM is estimated by interest income minus interest expenses. It is generally expected that an efficient bank has a higher NIMOPEX than an inefficient bank. It is thus expected that \( \alpha \cdot \text{NIM} > 0 \).

**Operational risk is computed as**

\[
\text{NIMOPEX} = \frac{\text{NIM}}{\text{TOPEX}}
\]

Where:

\[
\text{OPE} = \text{Operational risk.} \quad \text{NIM} = \text{Net Interest Margin, and TOPEX} = \text{Total operating expenses.}
\]

\[
\text{OPEXTA}
\]

\text{OPEXTA} is also an indicative of Operational risk variable. \text{OPEXTA} is operating expenses to Total assets. It is expected that when a bank has higher operating expenses per Naira assets, the profitability of the bank declines. On the other hand, when the operating expenses are directed for loans recovery, loans defaults, and asset management, it is quite possible that the higher the \text{OPEXTA}, the higher the profitability of a bank. It is thus expected that \( \alpha \cdot \text{OPEXTA} < \text{OR} < 0 \).

Operational risk can be computed as:

\[
\text{OPEXTA} = \frac{\text{Operations expenses to total assets}}{\text{OPEXTA = Operating expenses, and Total Asset.}}
\]

**Result**

This section encompasses data analysis, presentation of results and discussion of findings. The analysis involves the use of both statistical and econometric methods to provide a rich background for investigating the effect of financial risks on deposit money banks’ performance in Nigeria. The statistical tools employed were the descriptive statistics and correlation analysis. The descriptive statistics were used to provide the initial characterization of the data while the correlation analysis was used to indicate the relationship between the variables. The econometric analysis extends the statistical analysis with the goal of performing the empirical analysis and obtaining estimated coefficients which are valid enough to test the hypotheses of the study. As explained in the previous section, the Panel Data Analysis method is employed in the econometric analysis.
discussions of findings follow each of the various analyses below.

Data Presentation

Descriptive statistics

Descriptive statistics show the summary of data and other basic characteristics within the series. The annualized summary statistics for the main variables in the study are presented for the sampled banks in Table 4.1 below.

<table>
<thead>
<tr>
<th>Table 4.1: Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROA</td>
</tr>
<tr>
<td>NPLR</td>
</tr>
<tr>
<td>LLPR</td>
</tr>
<tr>
<td>LTAR</td>
</tr>
<tr>
<td>LDR</td>
</tr>
<tr>
<td>LEVERAGE</td>
</tr>
<tr>
<td>IRRR</td>
</tr>
<tr>
<td>NIMTOPEXR</td>
</tr>
<tr>
<td>OPEXAR</td>
</tr>
<tr>
<td>SIZE</td>
</tr>
</tbody>
</table>

Source: Author’s computation (2019)

The mean value is N0.0229 million Naira for the entire sample of 342. The data appears to be skewed to the right, which explains why the mean is greater than the median value of 0.0187. This was further confirmed by the skewness coefficient of 4.2124 which indicated that the distribution was positively skewed to the right, which was a common feature of the return on asset.

The maximum value of the entire sample firms’ performance was about N0.7107 while the minimum value is -0.44791. With this result, more firms are seen to perform very well within the periods, while others did not. This is while the minimum ROA (performance) value is less than -0.44791.

There appeared to be quite a lot of variations in the financial performance of the sampled banks, the standard deviation value of 0.0694 is very large compared to the mean value of 0.0229. This simply suggests a high level of variability of the pattern of financial performance either across the banks or overtime within banks.

The summary statistics with respect to Jaque-Bera (J-B) statistic value of 42501.1 for the financial performance variable is significant at the 1 percent level and implies that the probability distribution of the sample for the variable is not normally distributed. This invariably suggests that the financial performance across the sampled banks is heterogeneous and exhibit firm-specific characteristic. This is one justification for the application of the panel data estimation technique in this study.

The descriptive statistics for the other variables in the study also present interesting outcomes. For the banks’ credit risk factor represented by (NPLR and LLPR), the mean and maximum values (NPLR 0.2351, 3.735149 and LLPR 0.0977, 1.2568) clearly show that on average, credit risk liabilities are higher than financial performance for the Nigerian banking industry. The degree of variability is also very high among the banks, although the skewness values of (6.499 and 3.0664) is positive, indicating that more banks are faced with higher credit risk than the reported mean value for the period of the sample. The J-B statistic values (54807.3 and 4332.9) for both variables representing credit risk are significant at the 1% level. These also indicate non-normal distribution, an indication of heterogeneity in the pattern of credit risk liability by the banks. Indeed, all the variables in the study had highly significant J-B values, clearly showing that individual firm/bank characteristics are quite important in the measurement of the variables.

The average bank liquidity risk as measured by loan to deposit ratio (LDR) and liquidity ratio risk (LRR) for the sampled period is (0.5383, 4.2914) with correspondingly high maximum values of (11.3792 and 381.7485). The standard deviation values of 51.933 and 103.45 also show that, there is a large spread in liquidity risks among the sampled banks.

The mean value of market risk as measured by degree of financial leverage (DFL) and interest rate risk (IRR) are 4.023 and 1.7628, while their respective maximum values are 43.75 and 2.315. The maximum values’ being higher than the mean values is an indication that more banks in Nigeria are facing market risk than others. The standard
deviation value of 5.2439 is very large, suggesting a high level of variability of market risk across the banks overtime.

The mean value of bank size is \( \text{₹}7,610.9 \) billion, with maximum value reaching over \( \text{₹}9,81 \) billion. There appeared to be minimal variations in the assets of banks, the standard deviation is very low as compared to the mean value across the sampled banks in the study. Although the skewness value is negative (-0.4489), indicating that few banks have assets that are lower than the reported mean value for the period of the sample. The J-B statistic also shows non-normal distribution, an indication of heterogeneity in the pattern of banks’ assets within the period of investigation.

As noted in chapter three, several estimations of the relationships were performed in order to obtain robustness in the analysis. Moreover, initial test of the appropriate estimation pattern for the models was conducted. The standard test for the method of panel analysis adopted is the Hausman test for random effects. But since the biases in the pooled data could either come from cross-sectional heterogeneity or time series (periodic) changes, the Hausman test reported in Table 4.2 below was conducted to determine the best effects model to be adopted; the Chi-square statistic values for each of the models was significant. From the results, the statistic provides little evidence against the null hypothesis that there is no misspecification when the Fixed-effect model is employed for the estimates in Table 4.1. Hence, the best method to apply for the model estimation was the Fixed-effect strategy.

<table>
<thead>
<tr>
<th>Table-4.2: Hausman Test for Panel Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Summary</td>
</tr>
<tr>
<td>Cross-section random</td>
</tr>
</tbody>
</table>

Source: Author’s computation (2019)

Estimation with DMBs Performance and Financial Risks Related Factors

The first set of analysis of the results is the estimation of the aggregate behaviour of deposit money banks (DMBs) financial performance in the face of changes in financial risks related factors (model 1). Though the Hausman test has shown that the FixedEffects (FE) estimates are more appropriate in the estimations, we include Random Effect (RE) estimate for the sake of robustness checks.

ROA Model: Estimation with DMBS Performance and Financial Risks

The results of the estimation of deposit money banks of the model with the basic bank’s financial risk is computed is reported in Table 4.3 below.

Econometric analysis (the panel models)  
<table>
<thead>
<tr>
<th>Table-4.3: Financial Risks and Deposit Money Banks’ Performance Estimates (Dependent Variable = ROA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>NPLR</td>
</tr>
<tr>
<td>LLPR</td>
</tr>
<tr>
<td>LTAR</td>
</tr>
<tr>
<td>LDR</td>
</tr>
<tr>
<td>LEVERAGE</td>
</tr>
<tr>
<td>IRR</td>
</tr>
<tr>
<td>NIMTOPEXR</td>
</tr>
<tr>
<td>OPEXTAR</td>
</tr>
<tr>
<td>R-squared</td>
</tr>
<tr>
<td>Adj. R-squared</td>
</tr>
<tr>
<td>F-statistic</td>
</tr>
</tbody>
</table>

Source: Author’s computation (2019) Note: **1% level of sig; * 5% level of sig.

The coefficient of determination (R²) value is, 66.633, this implies that 67 per cent of the total variation in return of assets is explained by changes in the explanatory variables. Subsequently, 33 per cent is unexplained due to error term. The adjusted coefficient of determination (R²) Value of, 61.226 implies that 39 per cent of the total variation in return on asset is explained by changes in the explanatory variables when the coefficient of determination
is adjusted for degree of freedom. This implies that 39 per cent is unexplained due to error term. Durbin Watson Statistic of 1.97 for the fixed indicates that there is absence of serial autocorrelation. The F-test with a value of 9.21 suggests that the variables are significant factors to be considered in changing the level deposit money bank performance.

The relevance of each of the variables in the model is determined by considering the individual coefficients of the variables in terms of significance and signs (Fanziah Hanim et al., 2018; Greene, 2012).

A close examination of the individual coefficients in the model revealed that, credit risk measured by non-performing loans ratio (NPLR) failed the significance test at the 5 percent level, because it is not statistically significant as shown by the probability value 0.3933. Even though the coefficients are positive, they do not have any significant impact on deposit money banks’ financial performance in the country. One probable reason for this insignificant effect is connected with the overwhelming response of banks to the findings of Basel accord (Bank Committee on Banking Supervision), that indicated credit risk as the greatest risk faced by the banking firms, thus banks overtime have taken drastic measures, set up modalities and techniques during the mid-1980s to 1990s to curb and reduces credit risk exposures in their investment loan portfolios.

Liquidity risk is in line with the positive apriori expectation in the model. The coefficient of total loan to total asset ratio (TLTAR) or loan to total asset ratio (LTAR) is rightly signed which is in line with the positive apriori expectation in the model. In terms of the individual relevance, both variables (loan to total asset ratio (LTAR) and loan to deposit ratio (LDR)) are significant at the 1% level. This means that, in the determination of performance of deposit money banks in Nigeria, liquidity risk (Lr) as measured by these two variables, is a relevant factor to be considered in this regard. Indeed, it is seen that a unit increase in level of loan to total asset ratio (LTAR) leads to about 27% increase in the overall performance of banks. One probable reason for this, is not unconnected with the fact that DMBs in Nigeria overtime have been able to effectively utilize the loan portfolio of their total assets for more productive and assets yielding investments which in turn provided enough liquidity for the banks and hence, better performance. On the other hand, a unit increase in loan to deposit ratio (LDR) will decrease bank’s performance by -0.000781%. The reason for this could be that the bank management is not efficient in the management of credit facilities to customers. Most of the loans issued to borrowers may have ended up as bad debt or irrecoverable loans or as non-performing loans; this further weakened the liquidity position of the banks thus, resulting in negative performance. Hence, banks’ management should therefore efficiently manage the loan aspect of their portfolio in relation to assets and deposit liabilities in order to achieve stated objectives.

The market risk (MKTr) variable as measured by degree of financial leverage (LEVERAGE) and interest rate risk (IRR) is negatively signed. From the fixed effect result, degree of financial leverage (LEVERAGE) is negative and failed the 5% level of significance as shown from the probability value 0.0147, as it does not have any significant relationship with bank performance. Leverage represents degree of financial risks, and the higher the ratio, the more risky the bank; since it relies too much on debts, and any changes within the economic environment or in interest rates may have extreme negative impact on banks’ financial performance. By implication, this result has shown that irrespective of the level of leverage employed by banks in Nigeria, it does not have any significant impact on performance.

The coefficient of interest rate risk (IRR) is also negative and failed the 5% level of significance. This means that, the level of interest rate has insignificant inverse relationship with deposit money banks’ performance in Nigeria. Theoretically, changes in interest rate should lead to a mismatch between interest paid on deposit and the interest received on loans. This view was also corroborated by Opoku-Adarkwa (2011) that, interest rate risk factor has adverse effect on bank’s earnings and economic position, estimated in each currency that banks have interest rate sensitive securities and off-balance sheet positions. In a nutshell, market risk (MKTr) is not a relevant factor in the determination of deposit money banks’ performance in Nigeria within the period of investigation. The reasons attributed to the non-effect of market risk on Deposit Money Banks’ performance in Nigeria are that the high exchange rate/depreciation of our currency vis-à-vis the dollar and followed by interest rate variations that have skewed against banks lending to foreign trade have made banks to drastically reduce their loan extension to this sector—the real sector (oil sector) of the economy.

Also, the categorization of Nigeria’s Deposit Money Banks into Local, Regional, National and International services providers by the Central Bank of Nigeria (CBN) have help to rendered this risk insignificant. By this arrangements, the Microfinance Banks are meant to operates on the local level, while the deposit money banks whose capitalization value are not too strong but not less than ₦25 Billion were made to operates on the regional levels (that is, those with few branch networks), for example, WEMA Bank. Others whose capitalization value where between ₦30 Billion and above, and with more branch networks, operates nationally, for example, Unity Bank, Fidelity Bank, etc, whose capitalization value were ₦150 Billion and above could operate internationally. With such arrangements, not all the Nigeria’s deposit money banks operates internationally, and thus could avoid the significant negative effect of market risk on performance. Also in addition to this, is the quarterly use of the Monetary Policy Rate (MPR) to guide against interest rate volatility? This arrangement has also help to cushions interest rate risk on deposit money banks’ performance.
In the study, banks operational risk is measured by net interest margin to total operating expenses (NIMTOPEX) and operating expenses to total assets (OPEXAR). With respect to NIMTOPEX, it is expected that an efficient bank should have a higher NIMOPEX than an inefficient bank. But higher operating expenses will reduce profitability of bank, except where it is specifically directed at loans recovery, loans defaults, and asset management. The results from the empirical analysis indicate that while the coefficient of net interest margin to total operating expenses (NIMTOPEX) is negative, operating expenses to total assets (OPEXAR) is positive. However, both coefficients failed the 5% significance level. The implication of this result is that, banks operational risk does not have significant impact on the performance of deposit money banks in Nigeria.

The result has confirm that even though there is high ratio of NPLs in the Nigeria DMBs, some measures put in place by the Central Bank of Nigeria has help to cushion the significant effect of Operational risk on performance. For example, the CBNC code named project “EAGLES”. This project was aimed at refocusing the banks’ operational capabilities through the inculcation of changes in the working culture of staff by the adoption of appropriate work incentives, acquisition of skills and modern technology (ICT) that will yield efficiency, gains and enhance productivity growth.

Discussion
The core function of deposit money banks today is purely the efficient management of their risks portfolio investments in order to maximize shareholders’ wealth, by guaranteeing safety, returns on depositors’ funds and confidence in the system. Risk management in the banking sector is basically defined as the logical development and execution of a plan to deal with potential losses. Since the business of banking is regarded as risky business, there is the need to focus on their risks management practices in order to effectively and efficiently manage their exposure to losses or risks as well as to protect the value of assets. Also, the importance of the banking system is based on the fact that it ensures intermediation of funds or transferring necessary funds from the surplus unit to the deficit unit of the society. This process therefore imposes some inherent risks to the sector. These inherent risks come in different types such as credit risks, liquidity risks, market risks, operational risks among others.

Now, with respect to credit risk, the empirical result has shown that there is no significant relationship between credit risk and deposit money bank performance. It is argued in the extant literature that, for every credit or loan issued by the bank, there is a perceived risk involved. This risk refers to the possibility of non-payment of the obligation when it falls due. In this study, credit risk was proxied by non-performing loans ratio (NPLR) and loan loss provisions ratio (LLPR). The findings from this paper agree with those of Kithinji (2015) in Kenya who did not find strong positive relationship between credit risk and financial performance of banks. The findings however disagreed with those of Al-Tamimi et al., (2015), Imad (2018), Fauziah Hanim et al., (2018), Tafri, Hamid, Meera, & Omar, who submitted strong positive relationship between credit risk measured by (Non – Performing Loan to Gross Loan (NPL/GL) (Erhabor, 2020), Loan Loss ratio to Non – Performing Loan (LLR/NPL) and bank financial performance. The study does not also agree with those of credit risk (NPGL, LLRGL), Musyoki & Kadubo (2018), Al-Tamimi et al., (2015), who variously submitted significant negative relationship between credit risks and bank financial performance.

As it relates to liquidity risk (proxied by loan to total asset ratio (LTAR) and loan to deposit ratio (LDR)), Lbe (2015) rightly argues that, liquidity plays a vital role in the successful functioning of a business firm; firm should therefore ensure that it does not suffer from lack of or excess liquidity to meet its short-term compulsions. Thus, the empirical findings from this study has clearly shown that the two measures of liquidity risk, loan to total asset ratio (LTAR) and loan to deposit ratio (LDR) are the major factor influencing bank financial performance in Nigeria. Indeed, while loan to total asset ratio (LTAR) is seen to be positively related, loan to deposit ratio (LDR) is negatively related with bank financial performance. This finding corroborated the studies of Athanasoglou et al., (2016), Jamil et al., (2018), Saleem & Rehman (2016) who find significant positive relationship between liquidity risk and bank performance. These findings however disagreed with those of Fauziah Hanim et al., (2018), who find no significant relationship between liquidity risk and bank financial performance in their respective countries.

Market risk is a dominant source of income fluctuations in the banking system which comprises exchange rate, inflation and interest rate risks. It significant influence bank’s financial performance. Usually, market risks are outside the control of the banks as they are determined by factors that affect the overall economy (Aruwa & Musa, 2014).

The operational risk variable was measured by net interest margin to total operating expenses (NIMTOPEX) and operating expenses to total assets (OPEXAR). Operational risk relates to the issues of precisely processing, settling and taking delivery on trades for the exchange of cash. From this current study, it is seen that operational risk does not have any significant impact on the overall performance of banks in Nigeria.

In this study, bank size (BSIZE) is measured as the log of total assets of the deposit money banks. It is the only variable that serves as a control or moderating variable. From the empirical result, bank size does not have any significant effect on the financial performance of deposit money banks in the country within the period of
investigation. It was observed that bank size though negative, but failed the 5 percent significance test. This means that, the size of bank with respect to the total assets base is not a significant factor in the determination of financial performance of bank in Nigeria. This finding does not however conform to some existing findings in this regard (Al-Tamimi et al., 2013; Jamil et al., 2018) which submitted significant positive relationship with financial performance. It however agree with those of Imad (2018), Opoku-Adarkwa (2011), and Awojobi (2011), who submitted that bank size does not have any significant impact on the financial performance of deposit money banks.

Summary and Conclusion

The study empirically investigated the effects financial risks on the performance of deposit money banks (DMBs) in Nigeria. More specifically, changes in financial performance were examined on the basis of the relative effect of credit risk, liquidity risk, market risk, operational risk and bank size. The study specifically focused on 18 deposit money banks listed on the floor of the Nigerian Stock Market for a period of 19 years (2000 to 2019) and whose operations commenced prior to the year 2000. Both statistical and econometric techniques were applied in the analysis of the data used in the study. In particular, the Panel data analysis technique was used in the estimation of the specified models. The fixed effects being the best performing effect in the relationships was adopted in the empirical analysis. The findings of this study revealed that the combined effects of financial risks do not influence banks' performance negatively. More specifically, the results from the empirical analysis revealed as follow, that:

i) Credit risk (measured by non-performing loans ratio (NPLR) and loan loss provisions ratio (LLPR)) does not have any significant relationship with financial performance of deposit money banks in Nigeria. As it is seen to have failed the 5% significance level,

ii) Liquidity risk (measured by loan to total asset ratio (LTAR) and loan to deposit ratio (LDR) passes the 5 percent level of significance. Meaning that this variable is a significant determinant of deposit money banks’ performance in Nigeria in the period under investigation.

iii) The effect of market risk (MKTr) on the performance of deposit money banks in Nigeria is not significant. Market risk variables were measured by degree of financial leverage (LEVERAGE) and interest rate risk (IRR). But from the empirical investigation, it was observed that the two measures for market risk (MKTr) do not in any way affect bank performance significantly in Nigeria at the 5% level of significance.

iv) Operational risk (proxied by net interest margin to total operating expenses (NIMTOPEX) and operating expenses to total assets (OPEXTAR)) do not have significant effect on deposit money banks performance in Nigeria. The two variables proxied for operational risks failed the 5% significance level.

Recommendations

On the bases of the outcome of the empirical analysis of this study, the following useful recommendations for policy initiations, implementations, enforcements and directions should be made:

i. Credit risk as measured by non-performing loans ratio (NPLR) and loan loss provisions ratio (LLPR) are positive and do not have significant impact on performance. The possible explanation for this could be that banks in Nigeria overtime, and because of the nature of their environment have been able to manage their credit system well by making adequate provisions which also serve as shock absorber to mitigate the adverse effect of non-performing loans ratio (NPLR). Therefore, a more robust credit risk management systems that is fully in compliance with CAMELS and the prescribed ratio as provided by the regulatory institution (Central Bank of Nigeria), should be vigorously pursued in this regard.

ii. In line with the recommendation of Chukwunulu, Ezebasili & Igbodika [17], this study also recommends that bank’s management and the Central Bank of Nigeria (CBN) should not only formulate policies on risk management, but should also do well by taking proactive steps to enforce risk identification, assessment, measurement and necessary control mechanisms in line with global best practices in other to avoid financial crisis and thus, assure deposit money banks’ overall performance at any given time.

iii. Among the financial risks indicators hypothesized in this study, liquidity risk (measured by loan to total asset ratio (LTAR) and loan to deposit ratio (LDR) is the most singular important predictor of deposit money banks’ performance in Nigeria. Since liquidity risk is very core to banks’ performance, management should continuously lay more emphasis on liquidity risk management in order to ensure that banks have adequate cash to meet the yearnings of depositors daily, and by so doing, prevent loss of confidence, panic withdrawals and eventual bank failure. Thus, to avoid liquidity crisis the banks’ policy should be centered on the use of derivative instruments.

iv. The study further recommends that since liquidity levels had a positive effect on performance and has been noted as the greatest of the risk affecting the DMBs’ performance in Nigeria, the DMBs should maintain their levels of liquidity over optimal levels. Further, the study recommends that the regulators of DMBs should be cautious about increasing the minimum liquidity ratio as this can adversely affect the performance of the DMBs.

v. Though the result from the study has shown that operational risk (proxied by net interest margin to total operating expenses (NIMTOPEX) and operating expenses to total assets (OPEXTAR) is not a major factor affecting bank performance in Nigeria; management and relevant policy makers should endeavor to
constantly initiate appropriate policies that will either sustain or improve on the current operational strategy in place in order to achieve greater operational efficiency. Thus, there should be regular training and re-training for financial institutions employees to enable them acquire the latest skills on their very sensitive job.

vi. Management should focus more on the issue of cost control measure that will lead to lower operating expenses ratio, thereby leading to higher profit margins. If frequent small losses in bank’s daily operations, usually caused by its inability to leverage its fixed cost are not proactively checkmated, bank’s failure is imminent.

vii. The study also recommends that ROA should not form the only key criteria for evaluating the performance of banks but rather other key variables should be introduced. These include Return on Equity (ROE), Return on Capital Employ (ROCE), Net Interest/Income Margin (NIM), Basel Accord compliance, etc, and

viii. Since bank size does not have significant impact on performance, management should diversify a better means to properly redirect bank’s assets for productive investment so that it can have the much needed positive impact on the overall performance of deposit money banks in Nigeria. The reason being that, better utilization of bank’s assets will results in economies of scale, thereby leading to a healthier banking system by eliminating inefficiencies and reducing risks.

Contribution to Knowledge

The study contributed to knowledge in the following ways:

i. The study also added a new clause to existing findings in the extant literature. Contrary to finding from other studies, this study has demonstrated that irrespective of the assets or size of a bank, it does not in any way determine its overall performance, what rather matters is the issue of liquidity risk; and

ii. The study provides more evidence on the factors that determine financial risks for deposit money banks in Nigeria, it considers both bank-specific factors and macroeconomic determinants of financial risks, and finally, it evaluates how these factors affect the performance of commercial banks in Nigeria.

Suggestions for Further Studies

Since we have extensively investigated the impact of financial risks on the performance of deposit money banks (DMBS) in Nigeria, we suggest that further comparative studies should be carried between Nigeria and any other countries in Sub Saharan Africa, or between Nigeria and any country in Europe or America, this will enable us seen the various effects of the hypothesized variables on bank performance.

Also, other control variables outside the bank size that was used in this study could also be added. For instance, firms growth, inflation, firms age, total assets among others could also serve as moderating or control variables.

Finally, in this study, we have used panel data analysis as the main method of investigation. However, we suggest that the generalized methods of moment (GMM) which seems to be superior to the panel data analysis should be employed in this study. By so doing we will be able to effectively compare the results from both methods.

Result

Results from Unit Root Test

The results (as shown in table 1) from the test revealed that the data for each variable was not found stationary at level. However, the variables were found stationary at first difference at 1%, 5% and 10% significance levels.

<table>
<thead>
<tr>
<th>Variable</th>
<th>P value at Level*</th>
<th>P value at First Difference**</th>
<th>Final Outcome (at 1%, 5% and 10% level)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0.6456</td>
<td>0.0004</td>
<td>Stationary at First Difference</td>
</tr>
<tr>
<td>DC</td>
<td>0.8102</td>
<td>0.0002</td>
<td>Stationary at First Difference</td>
</tr>
<tr>
<td>FDI</td>
<td>0.2638</td>
<td>0.0000</td>
<td>Stationary at First Difference</td>
</tr>
<tr>
<td>BM</td>
<td>0.9840</td>
<td>0.0000</td>
<td>Stationary at First Difference</td>
</tr>
</tbody>
</table>

*And ** indicates "intercept" was included in test equation while testing for unit root.

Source: Author’s own.

Results from VAR Lag Selection Criteria Test

Before performing cointegration test, the study determines the optimal lag length as depicted in table 2. As depicted
in the table, the optimal lag length is three in accordance with the LR test statistic (LR), Final prediction error (FPE), and Akaike Information Criterion (AIC). However, following the Schwarz information and Hannan-Quinn information criterion, the optimal lag determined is one. Therefore, this study follows Akaike Information criterion (AIC), and therefore the lag length three has been used for testing cointegration and Granger causality among the variables. This choice is relevant as firstly, for annual data, the number of lags is usually small and ranges between 1-2. Secondly, too many lags lead to loss of degrees of freedom. Thirdly, AIC is the most widely preferred criterion to select optimal lag length for time series analysis.

**Table-2: Var lag selection**

<table>
<thead>
<tr>
<th>LAG</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>310.272</td>
<td>NA</td>
<td>117.3377</td>
<td>16.1165</td>
<td>16.2871</td>
<td>16.1777</td>
</tr>
<tr>
<td>1</td>
<td>183.984</td>
<td>220.194</td>
<td>0.412674</td>
<td>10.4607</td>
<td>11.3138</td>
<td>10.7668</td>
</tr>
<tr>
<td>2</td>
<td>168.174</td>
<td>24.3235</td>
<td>0.42862</td>
<td>10.4704</td>
<td>12.0060</td>
<td>11.0214</td>
</tr>
<tr>
<td>3</td>
<td>146.449</td>
<td>28.9661</td>
<td>0.343457</td>
<td>10.1768</td>
<td>12.3949</td>
<td>10.9727</td>
</tr>
</tbody>
</table>

*Lag order selected according to the criterion

LR: Sequential modified LR test statistic (each test a 5% level)
FPE: Final Prediction Error
AIC: Akaike Information Criterion
SC: Schwarz Information Criterion
HQ: Hannan-Quinn Information Criterion

presence of cointegration and therefore, a long-run relationship exists when the trace statistic and maximum eigen values exceed the critical values. As evident from the table, trace statistics and maximum eigen values are more than the critical values for more than two hypotheses at five percent critical value, respectively. This implies that there is a long term relationship among variables due to the existence of at least two cointegrating relationships.

**Johansen Cointegration Test Results**
The result obtained from the Johansen Cointegration test has been displayed in Table 3. The

**Table-3: Johansen Cointegration Test (Trace Statistic)**

<table>
<thead>
<tr>
<th>HYPOTHESES OF CE</th>
<th>TRACE STATISTIC</th>
<th>CRITICAL VALUE AT 5 PER CENT LEVEL</th>
<th>P VALUE**</th>
</tr>
</thead>
<tbody>
<tr>
<td>NONE*</td>
<td>100.8157</td>
<td>47.85613</td>
<td>0.0000</td>
</tr>
<tr>
<td>AT MOST 1*</td>
<td>36.92015</td>
<td>29.79707</td>
<td>0.0064</td>
</tr>
<tr>
<td>AT MOST 2</td>
<td>7.743717</td>
<td>15.49471</td>
<td>0.4932</td>
</tr>
<tr>
<td>AT MOST 3</td>
<td>1.034126</td>
<td>3.841466</td>
<td>0.3092</td>
</tr>
</tbody>
</table>

*implies the rejection of null hypothesis at 5 percent

** denotes McKinnon-Haug-Michelis(1999) p-values

**Table-3: Johansen Cointegration Test (Maximum Eigenvalue)**

<table>
<thead>
<tr>
<th>HYPOTHESES OF CE</th>
<th>MAXIMUM EIGEN STATISTIC</th>
<th>CRITICAL VALUE AT 5 PERCENT LEVEL</th>
<th>P VALUE**</th>
</tr>
</thead>
<tbody>
<tr>
<td>NONE*</td>
<td>61.89233</td>
<td>27.38434</td>
<td>0.0000</td>
</tr>
<tr>
<td>AT MOST 1*</td>
<td>29.17643</td>
<td>21.13162</td>
<td>0.0030</td>
</tr>
<tr>
<td>AT MOST 2</td>
<td>6.709591</td>
<td>14.26460</td>
<td>0.5240</td>
</tr>
<tr>
<td>At Most 3</td>
<td>1.034126</td>
<td>3.841466</td>
<td>0.3092</td>
</tr>
</tbody>
</table>

*implies the rejection of null hypothesis at 5 percent

** denotes McKinnon-Haug-Michelis(1999) p-values

**Vector Error Correction Model (VECM) Test Results**
VEC results Sample: 1978-2016
Standard Errors are displayed in ( ) and t-values in [ ]
Table 4: Long run relationship

<table>
<thead>
<tr>
<th>Cointegrating Equations</th>
<th>CointEq1</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>1.000000</td>
</tr>
<tr>
<td>FDI</td>
<td>-429.4953</td>
</tr>
<tr>
<td></td>
<td>(837.493)</td>
</tr>
<tr>
<td></td>
<td>[-5.12835]</td>
</tr>
<tr>
<td>Broad Money</td>
<td>132.8831</td>
</tr>
<tr>
<td></td>
<td>(2420.21)</td>
</tr>
<tr>
<td></td>
<td>[0.05491]</td>
</tr>
<tr>
<td>Domestic Credit</td>
<td>4154.373</td>
</tr>
<tr>
<td></td>
<td>(2480.41)</td>
</tr>
<tr>
<td></td>
<td>[1.67487]</td>
</tr>
<tr>
<td>C</td>
<td>-172.1752</td>
</tr>
</tbody>
</table>

As evident from the long run relationship that has been displayed in Table 4, there exists no significant relationship between Economic Growth (GDP) and any of the financial development variables M2, FDI and Domestic Credit because t values are less than 1.96 per cent. A positive sign of coefficient indicates a negative relationship and a coefficient with negative sign implies a positive relationship between the dependent and independent variables. However, analysis of coefficients reveals that there is positive association between FDI and GDP and negative relationship between GDP, BM and DC in the long run. The result of negative relation between BM and GDP is also consistent with Al-Malkawi, H. A. N., Marashdeh, H. A., & Abdullah, N. study on UAE’s financial development [11]. The reason attributed to this negative relationship in their study is that the UAE is still in its structural transformation phase and prone to a weak economic and financial environment due to dependency upon the oil sector to a certain extent. This explanation is acceptable because the UAE is still lagging behind in attaining complete self-sufficiency from oil dependency, oil price fluctuations and its impact, and is still in the process of diversifying. Complete success of diversification in the UAE can be only known in the long run, maybe, after the completion of the VISION plan in 2021 [13].

Results from the Granger Causality Test

Results from the Granger Causality test have been summarized in Table 5.

Table 5: Results from vector error correction granger causality/block exogeneity wald test.

<table>
<thead>
<tr>
<th>DEPENDENT VARIABLES</th>
<th>INDEPENDENT VARIABLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM</td>
<td>BM</td>
</tr>
<tr>
<td>BM</td>
<td>---</td>
</tr>
<tr>
<td>DC</td>
<td>0.0001***</td>
</tr>
<tr>
<td>FDI</td>
<td>0.5083</td>
</tr>
<tr>
<td>GDP</td>
<td>0.0749**</td>
</tr>
</tbody>
</table>

***, and ** denotes level of significance at 1 percent and 10 percent.

It can be inferred from the results that there runs a significant and unidirectional relationship from Domestic Credit to Private Sector (% of GDP) to FDI. Similarly, a one-way causal effect exists from Domestic Credit to GDP in the UAE. A short-run significant bi-directional causal relationship between DC to BM at one percent level of significance. This shows that the size of the financial sector, as represented by the variable Broad Money or BM is significant and contributory to the development of credit to private sector. Also, the extent of domestic credit to private sector is quite important and impactful towards the development of the financial sector. The relationship between broad money and private sector credit has been examined in many studies such as [7] and [8]. For instance, in Okafor, I. G., Ezeaku, H. C., & Ugwuebe, U. S.’s study a unidirectional relationship between broad money and domestic credit to private sector was observed and there was no directional relationship between GDP and BM or DC and GDP in their study [14].

Economic growth leads to the development of the financial sector in the UAE in the short-run. Similarly, one-way relation also exists from DC to GDP which indicates the important role of credit to the private sector in boosting economic growth of the UAE.

One of the most important results to be noted from the present study is that of the overall impact of financial development on economic growth of the UAE economy. Financial Development in this study is reflected through the variable Domestic Credit to Private Sector. This implies that the UAE government needs to take more appropriate efforts and initiatives for the development of a sound financial sector that could contribute significantly to the economic growth and stability of the UAE economy.
Conclusion

The main objective of this research paper is to examine the relationship between financial sector and economic growth in the UAE economy. This was done by conducting Granger Causality (Block Exogeneity Wald Test) test on four important variables which are of financial nature, namely, Domestic Credit to Private Sector, Broad Money (M2), Foreign Direct Investment Inflows or FDI inflows (as a percentage of GDP) and lastly, GDP. The time period taken in consideration for this research study was from 1975 to 2016. The findings from tests revealed that in the UAE economy, financial development and economic growth do not share any significant relationship in the long run i.e. financial sector fails to impact UAE’s economic growth and vice versa. However, one noteworthy finding is the existence of a (short run) bi-directional causal relationship between Broad Money (M2) and Domestic Credit to Private Sector in the UAE, which depicts the importance of private sector credit in the financial sector. The results also reveal a unidirectional causal relation exists from GDP to BM. This signifies that economic growth leads to the development of the financial sector in the UAE in the short-run. Similarly, one-way relation also exists from DC to GDP which indicates the important role of credit to the private sector in boosting economic growth of the UAE in the short-run.

Comparing our results with previous studies in which time period usually was from 1975-2008 we can state that the UAE’s financial development has improved since then. However, the government has to take active intervention through appropriate policies and initiatives for making the finance sector in UAE contributory to the economy’s growth and stability.

A limitation of this study is that the impact of Islamic financial development on economic growth has been completely ignored. This is because research studies on UAE’s financial development have already been discussed and have empirically tested the relationship between Islamic finance and economic growth in the UAE. However, very few research studies have been conducted that simply test the relationship between financial sector (as a whole) and economic growth in the UAE. Therefore, the scope of this study is not limited to solely Islamic finance.
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